
A logis c model to predict if preliminary year students 
will get into college. 

Issue: 

The project involves using a logistic regression model to analyze a dataset 
consisting of information about students who are about to complete their 
preliminary year. The aim is to predict whether these students will be successful 
or unsuccessful in gaining admission to college. To achieve this, the model will 
take into account 33 different factors that may contribute to the final outcome. 

However, not all of these factors are expected to have the same level of 
significance in determining whether a student will be successful or not. Therefore, 
part of the project will involve identifying which factors have the greatest impact 
on the outcome, and which factors are less important. By doing so, we can gain a 
better understanding of the key factors that contribute to a student's success or 
failure in gaining admission to college. 

Ultimately, the goal of the project is to develop a logistic model that accurately 
predicts the likelihood of a student being successful in gaining admission to 
college, based on the available data. By identifying the most significant factors, 
we can create a model that is more effective at predicting outcomes, which can 
be used to inform decision-making and support students in their academic 
pursuits. 

 

Findings: 

The findings suggest that the logistic model performed relatively well in 
predicting the success or failure of students who are doing a preliminary year and 
whether they will be admitted to college. The accuracy of the model is high at 
0.86363, indicating that it correctly classified a large proportion of the cases in 
the dataset. 

The precision of the model is also high at 0.8462, indicating that of the students 
predicted to be successful, 84.62% actually did gain admission to college. The 
recall value of 0.9167 suggests that of the students who actually succeeded in 
gaining admission to college, 91.67% were correctly identified by the model. 

The F1-score, which is a measure of the overall performance of the model, is 
0.88, indicating that the model is able to balance both precision and recall. 



Overall, the findings suggest that the logistic model is a useful tool for predicting 
the success or failure of students in gaining admission to college, and that the 
identified factors are significant in determining the outcome. However, further 
analysis may be needed to identify any potential limitations or areas for 
improvement in the model. 

 

Discussions: 

However, there are some limitations and areas for further discussion. One 
limitation is that the model may not be generalizable to other datasets or 
populations. The dataset used to build the model may have specific characteristics 
that are not representative of other populations or circumstances, which may 
affect the accuracy and reliability of the model. 

Another limitation is that the model may not capture all of the relevant factors 
that contribute to a student's success or failure in gaining admission to college. 
While the model considered 33 different factors, there may be other important 
variables that were not included in the analysis. Additionally, some of the factors 
considered may have been collinear, meaning that they were highly correlated 
with each other and may have artificially inflated their importance in the model. 

Further discussion could also involve exploring ways to improve the model's 
performance. This could include experimenting with different machine learning 
algorithms, refining the variables considered in the model, and increasing the 
sample size of the dataset to improve the accuracy and generalizability of the 
model. 

In conclusion, while the findings of the logistic model are promising, there are 
limitations and opportunities for further discussion and refinement to improve its 
accuracy and usefulness in predicting the success or failure of students in gaining 
admission to college. 

 

Appendix A: Method  

Logistic regression is used on a dataset to predict whether students completing a 
preliminary year will be admitted to college. First, the dataset is imported using 
the pd.read_excel() function and information about the dataset is obtained using 
data.info(). The data is then cleaned by dropping unnecessary columns, filling 
empty values with the mode of the respective factor, and converting object values 
to int or float values using label encoder. The cleaned data is stored in a new 



variable. The dataset is divided into training and testing sets using an 80:20 ratio. 
The training data is used to train the logistic regression model, which is then 
tested on the test data to evaluate its performance. The accuracy of the model is 
calculated by comparing predicted values with actual values. The logistic model 
also provides precision, recall, and F1-score values. The coefficients of various 
vectors in the new data are obtained to identify positively and negatively 
correlated factors. 

 

Appendix C: Results  

 

 

 

The coefficients are 

 


